AnyBald: Toward Realistic Diffusion-Based Hair Removal In-The-Wild
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Abstract

We present AnyBald, a novel framework for realistic hair
removal from portrait images captured under diverse in-the-
wild conditions. One of the key challenges is the lack of
high-quality paired data, hindering real-world applicabil-
ity. To address this, we construct a scalable data augmenta-
tion pipeline that synthesizes high-quality hair/non-hair im-
age pairs capturing diverse real-world scenarios, enabling
effective generalization with scalable supervision. Using
this enriched dataset, we introduce a diffusion-based model
with learnable text prompts that reformulates inpainting to
work without explicit masks at inference. By doing so, ours
can preserve semantics and produce natural results through
implicit localization. Additionally, we introduce a regular-
ization loss that guides the model to focus attention specifi-
cally on hair regions. Extensive experiments demonstrate
that AnyBald outperforms in removing hairstyles while
preserving identity and background semantics across var-
ious in-the-wild domains.

1. Introduction

As digital human representation advances from coarse mod-
eling to detailed components [18, 19], handling hair has be-
come a key component [14], driving research in 3D recon-
struction and hairstyle transfer [10, 22, 36] with applica-
tions in virtual try-on [2], digital avatars [28], and even in
medical domain [11]. While prior works have mainly fo-
cused on hair reconstruction and transfer [3, 16, 23, 30, 34],
natural hair removal remains under-explored, despite its im-
portance for tasks like 3D face reconstruction and mesh re-
covery [26, 35], where hair’s complex structure often causes
occlusion and editing artifacts that degrade realism. A com-
mon solution is to remove the original hair before applying
the target hairstyle [23, 34]. Here, we define hair removal
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as generating a clean bald version of a portrait while pre-
serving all non-hair regions.

This problem remains challenging due to the inherent
complex structure of hair, and collecting paired images is
infeasible. Several studies have attempted to overcome the
fundamental limitations of this task. HairMapper [24], for
instance, learns a hair-removal path in the latent space of
StyleGAN [9]. More recently, Stable-Hair [34] leverages
a diffusion model to achieve more natural results. Yet, it
still produces artifacts and often fails to preserve identity
under challenging conditions such as non-frontal poses or
unconventional compositions. To address these issues, we
propose AnyBald, a unified framework for realistic hair
removal in the wild.

AnyBald addresses data scarcity, hair complexity, and
the need for mask-free inference by unifying data genera-
tion and model design. We first build a scalable augmen-
tation pipeline that synthesizes diverse, high-quality paired
data beyond prior low-quality, face-centered datasets [24],
leveraging recent advances in controllable image genera-
tion [29, 31]. We then reformulate hair removal as an in-
painting task, eliminating the need for region masks as in-
put, along with learnable text embeddings in the BrushNet
branch [8] and a text localization loss that guides attention
only within hair regions. Together, the data generation and
model training components form a unified pipeline that en-
ables AnyBald to robustly remove hair from real-world
portrait images while preserving semantic consistency in
non-hair regions.

2. Method

We propose AnyBald, a unified framework for mask-free
and realistic hair removal from in-the-wild portrait images.
AnyBald tackles three key challenges in this task: the
limited availability of diverse paired data, the structural
complexity of hair, and the difficulty of obtaining accurate
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Figure 1. Overview of Paired Bald Augmentation. (a) From a bald
image I, IP-Adapter is used to augment bald image I,, with pro-
cessed reference bald Ip. (b) To synthesize the paired hair image
In,a proxy image Iproqy is first generated based on the head pose
Py, of the augmented bald image I, followed by the extraction
of the aligned hair mask Mj, using a face parser. The inpainting
model utilizes M), to generate the paired hair image I, with pho-
torealistic hairstyles.

masks. To address these issues, we integrate data augmenta-
tion, text-guided diffusion model, and spatial regularization.

AnyBald consists of three main components: (1) a
generative augmentation pipeline that creates high-quality
paired images of bald and haired versions under various
poses and backgrounds (Sec. 2.1); (2) a dual-branch, mask-
free diffusion model that uses learnable text prompts to se-
lectively remove fine-grained hair while preserving identity
and semantic content; and (3) a prompt-level attention loss
that encourages the learnable prompt to attend more effec-
tively to hair regions, enhancing spatial awareness of the
target areas (Sec. 2.2). These components work together
to enable robust and semantically consistent hair removal
across a wide range of real-world conditions.

2.1. Paired Bald Augmentation

To overcome the limitations of existing bald image datasets,
we propose a novel generative augmentation pipeline that
constructs paired bald and haired images under diverse real-
world conditions. Recent studies on hair-related editing
tasks have utilized the non-hair-FFHQ dataset [24] to ob-
tain bald images, which serve as a foundation for generat-
ing paired supervision [17, 34]. However, this dataset often
contains residual hair, blurred boundaries, and low-quality
artifacts, which can negatively affect the fidelity and con-
sistency of the generated results. To address these limita-
tions, we design a two-stage data augmentation process that
first synthesizes clean bald images with varied poses, cloth-
ing, and backgrounds, and then aligns realistic hairstyles on
them to form consistent training pairs (see Fig. 1), resulting
pairs are shown in Fig. 2.

Bald Head Augmentation To enrich the diversity and real-

Figure 2. Samples of augmented pairs. (a) The source bald image
I, from non-hair-FFHQ. (b) I, and (c) I}, indicate a generated pair
of bald and haired images, respectively.

ism, we perform a bald head augmentation that synthesizes
cleaned bald images from noisy source bald data of non-
hair-FFHQ. Given a source bald image I;, we remove low-
quality artifacts to obtain a cleaner reference image. Specif-
ically, we use the face parsing model [27] to segment the
face region and mask out residual hair and irrelevant areas
(e.g., background and neck), producing a cleaned bald im-
age I,. To augment it I, we adopt a conditional generative
model, IP-Adapter [29], which enables identity-preserving
generation conditioned on both visual and textual inputs.
This generator synthesizes a realistic bald image I, by con-
ditioning on both the cleaned bald I, and a text prompt T:

Iy = Grp(Iy, Th), (1)

where G p represents the IP-Adapter. The prompt 7T}, rep-
resents key contextual variations, such as head pose (e.g.,
“side profile”, “looking upward”), clothing style (e.g., “for-
mal suit”, “casual”), and background environment (e.g.,
“urban street”, “indoor office”). This step enables us to
produce a large-scale set of diverse and clean bald images
with controlled variations in appearance and context (see
Fig. 2(b)).

Hairstyle Painting From the augmented bald images, we
construct bald/haired image pairs by aligning and inpaint-
ing realistic hairstyles on them. Precise alignment of the
hairstyle on the bald head is essential to ensure consistency
between bald and haired images. To this end, we present
a hairstyle generation process that synthesizes an aligned
hair mask using a pose-aware proxy image and then ap-
plies mask-guided hairstyle inpainting. To generate hair
masks conditioned on the head pose, we adopt a pose-aware
generative model based on ControlNet [31], which enables
precise control through pose conditions extracted by Open-
pose [1]. First, we generate a proxy image I,.ozy With a
pose-conditioned generator G¢:

Ip’r‘omy = gC(Pb7 Tstyle)' (2)
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Figure 3. Overview of our training pipeline. The input image
is encoded into a noisy latent 2z, which is concatenated with the
E(zn) and fed into the BrushNet branch B. Features from each
block are passed through zero convolution and injected into the
corresponding U-Net block to predict the noise at step t—1. A
learnable prompt Pjcqry is jointly optimized, while the hair mask
M}, is used to constrain its spatial alignment with the latent fea-
tures.

where P, denotes the pose representation given a aug-
mented bald image I b> and Ty is a prompt that describes
the desired hairstyle attributes. We utilize a fine-tuned ver-
sion of ControlNet for pose conditioning, denoted as G¢.
Next, we extract a hair mask m from the generated proxy
image I,o4y using a face parsing model [27], ensuring
spatial alignment between the hairstyle and the target bald
head. Finally, we inpaint the hairstyle using a mask-guided
inpainting model [8], conditioned on the bald image I,
and the synthesized mask Mj,, resulting in the final hair-
augmented image In.

Since obtaining bald images has been challenging in
real-world, this high-quality generated set gives a novel al-
ternative to the non-hair-FFHQ dataset. It not only allevi-
ates the severe imbalance between male and female sam-
ples by increasing the proportion of female images, but also
mitigates artifacts found in existing noisy bald images. We
construct the AnyBald dataset, consisting of 11,404 im-
ages in total, split into 10,368 training images and 1,036
test images. Our augmentation pipeline and dataset will be
publicly available for further exploration.

2.2. Hair Removal with Learnable Prompts

Model Architecture Inspired by prior mask-free ap-
proaches [20, 33], we develop a network that learns to
identify and remove hair regions directly from paired data,
avoiding coarse masks and preserving visual context despite
hair’s thin and complex structure. Our model adopts a dual-
branch BrushNet pipeline (Fig. 3), where the upper branch
B receives the concatenation of noisy and conditional la-
tents £(xy) from input image x;, through a VAE encoder
£. During training, B is updated while the U-Net remains
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Figure 4. Qualitative results on CelebA and DeepFashion2.

frozen, and its cross-attended features with text condition ¢
are injected into the U-Net via zero convolution. To enhance
task awareness, we introduce a learnable prompt Pj.p, for
hair removal, initialized from a context-aware prompt [37].
Pieqarn is prepended to the input prompt in B, with its em-
bedding 7jcqrn fine-tuned using the fixed text prompt Re-
move hair, make head bald, enabling it to specialize in hair
removal.

Text Localization Loss Without explicit masks, Piegrn
may attend to irrelevant regions and cause artifacts. To ad-
dress this, we use the hair mask M), to define a text localiza-
tion loss L7, that concentrates attention on hair regions
while suppressing it elsewhere [25, 33]. Notably, M, is
used only as indirect supervision during training and is not
needed at inference. We define the text localization loss as:

K n
1 .
ETLoc = Z Z (Oé ,u;'),ukl: - (1 - Oé) :u;'[,lk) (3)

where 2% =p((1— MF) © AN and it =p(Mf © AL).
Here, Agk) denotes the attention map of the i-th prompt to-
ken at layer k, n is the number of learnable prompt tokens,
M is the interpolated hair mask, K is the number of cross-
attention layers, and () denotes the mean over attention
heads and spatial tokens. We set « by the ratio of the hair-
mask area to the image size to balance attention. The total
loss is the standard latent diffusion loss L1, pys added with
L:TLoc-

3. Experiment

3.1. Experimental Setup

Baselines We compare with HairMapper (HM) and Stable-
Hair’s Bald Converter (SH) using official checkpoints. For
diffusion-based inpainting, we include ControlNet Inpaint-
ing (CNI) [31], BrushNet (Brush) [8], and PowerPaint v2



Method SSIM{ LPIPS| FID| CLIP-I1

CNI-ft 0.801 0.193 38.30 0.918
Brush-ft ~ 0.788 0.205 39.69 0.920
PPT-ft 0.771 0.193 30.47 0.953

HM 0.792 0.247 38.46 0.825
SH 0.787 0.205 29.94 0.925
Ours 0.837 0.149 12.75 0.982

Table 1. Quanitative comparison on the AnyBald test dataset.
Bold and underlined metrics indicate the first and second best-
performing methods, respectively.

CelebA DeepFashion2
Method AST IDSt | AST IDS 1
HM 4276 0711 | 4219 0.261
SH 4675 0602 | 4512 0.286
Ours "(non-FFHQ) 4.747 0.624 | 4562 0.235
Ours 5012 0752 | 4895 0475

Table 2. Quantitative comparison on two in-the-wild datasets. T

indicates a trained version with non-hair-FFHQ.

HM SH CNI-ft  Brush-ft PPT-ft  Ours

Acc. 050 14.84 226 2.89 18.86  60.62
Pres. 0.50 10.18  4.27 3.52 22.89 58.61
Nat. 025 9.18 2.89 2.39 2276 62.51

Table 3. User Study Results (%).

(PPT) [37], fine-tuned on our dataset for 10k steps with their
default settings. All inpainting models use hair masks from
a SegFormer-based face parser [5, 27].

Datasets For evaluation, we construct paired sets from our
augmented dataset with GT bald images, since real-world
pairs are rarely available. We also test generalization on
in-the-wild datasets, using 1,867 images from CelebA (in-
the-wild) [12] and 440 from DeepFashion2 [6] to evaluate
hairstyle removal under unconstrained scenarios.
Evaluation Metrics SSIM [21] and LPIPS [32] evaluate
structural and perceptual similarity, while FID [7] measures
distributional distance between real and generated images.
CLIP-1[13] captures semantic alignment via cosine similar-
ity of CLIP embeddings. In the absence of GT bald images,
we adopt Aesthetic Score (AS) [15] for visual quality and
Identity Similarity (IDS) from ArcFace [4] embeddings.

3.2. Experimental Results

Qualitative evaluation Fig. 4 presents qualitative compar-
isons on the CelebA and DeepFashion2. HairMapper pro-
duces blurry backgrounds and bald artifacts in real images
due to its strong dependence on the latent space of Style-
GAN. While Stable-Hair works well on centered faces, it
often struggles with complete hair removal in non-centered

(a) Input

(b) non-FFHQ

(c) Ours

Figure 5. Ablation study. we compare the AnyBald dataset with
the non-hair-FFHQ dataset.

scenarios. Mask-based inpainting suffers from inconsistent
shape and appearance within the masked area.
Quantitative evaluation Table 1 shows the quantitative
comparisons on the AnyBald test set compared to the all
baselines including. The proposed method achieves the
highest scores across various metrics, indicating superior
generation quality. In Table 2, we evaluate the proposed
method on two in-the-wild datasets, CelebA and DeepFash-
ion2, comparing against existing hair removal models. To
reduce the bias of our generated set, we also report the per-
formance trained on the non-hair-FFHQ dataset, denoted as
t. The proposed method achieves the highest AS and IDS
across both datasets.

User Study We further evaluate quality through a user study
with 53 participants on 30 samples (two sets of 15), drawn
from unpaired datasets (CelebA, DeepFashion2, and col-
lected web images). For each image, participants chose
the best result in terms of (1)hair removal accuracy, (2)
preservation of non-hair regions, and (3) visual naturalness.
As shown in Table 3, AnyBald outperforms all baselines,
consistently favored across diverse cases, while PowerPaint
shows competitive results only with well-aligned masks and
simpler hairstyles.

Ablation Study As shown in Fig. 5, we compare mod-
els trained on our dataset with non-hair-FFHQ. The model
trained on non-hair-FFHQ produces blurry boundaries and
poor identity preservation, while our dataset enables more
realistic and generalizable hair removal under in-the-wild.

4. Conclusion

We introduce AnyBald, a method for realistic hair removal
under various in-the-wild conditions. To support this task,
we proposed a bald augmentation pipeline to construct a
high-quality paired dataset called AnyBald dataset. Our
pipeline integrates learnable prompts and text localization
to remove hair regions effectively. Extensive experiments
show that AnyBald outperforms prior methods both quan-
titatively and qualitatively, with strong human preference
via user studies.
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